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Figure: An example from CK+ dataset[1]

L Motivations:
Facial expression and AUs are strongly correlated
Generic knowledge on expression-AUs relationships is
available

 Contributions:

* A knowledge model encoding the generic knowledge
systematically

* A deep learning framework for joint facial expression and AU
recognition

Generic Knowledge as Probabillities

-- on expression-AUs probabilistic relationships

 Notation:
« Expression X¢ ={1,2, ..., E}

E is the total number of expressions
S TAlSEERE Nt R oL
M is the total number of AUs and X3&;' = {0,1}

d Expression-dependent single AU probabilities
o AU4 is a primary AU given Anger expression
p(X3" = 1|X¢ = Anger) > p(X$* = 0|X¢ = Anger)

A Expression-dependent joint AU probabilities

o AU6 and AU12 are positively correlated given Happy expression
p(X¢" = 1|1X{3" = 1,X° = Happy) > p(Xg" = 0|X{3' = 1,X® = Happy)
p(X¢* = 1|1X{2" = 1,X° = Happy) > p(Xg" = 1|X{3' = 0,X® = Happy)

A Expression-independent joint AU probabillities

o AUl and AU2 are positively correlated
p(X{* =1|1X3*=1) > pX** =0|X*=1)
p(Xf* =1|1X3*=1) > pX* =1|1X3* =0)
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Figure: Overview of the proposed framework

Encoding of the Generic Knowledge
-- Bayesian Network(BN) Learning with Probability Constraints

A Definitions of the Bayesian Network
« Conditional probabilities are parameterized with the regression equations

p(X; = k|n(X;)) = oy (2§=1 w; i T (X;) + bix)
where weights w = {w; .} and bias b = {b;} are to be learned

« A(w) is the weighted adjacency matrix defining the structure[2]: 4;; = X5_1 ||Wijkll5

- The constraint of Directed Acyclic Graph(DAG)[3]: tr(e4™)°4AW)) — N = 0

O Probability constraints derived from the generic knowledge

- Strictly inequality constraints: {g;(w, b) < 0}¢_,
To better handle g;, we define positive margin with additional variable s;

The strictly inequality constraints become equality constraints:
gl(W; b) + eSi = 0,l = 1; Ny G

» Inequality constraints: {I;(w, b) < 0}%_,
«  Equality constraints: {h,(w, b) = 0}£_,
 For example:
g:(w, b) = p(X{¥ = 0[X&* = 1;w, b) — p(X{¥ = 1|X% = 1;w, b) < 0

d A penalty function f(w, b; s) measures the violation of constraint

fw,b;s) = 231 log((g:(w, b) + )% + 1)

| : 1 2
+2 Xk log((LFw, b)) + 1) + - TK_; log((hs(w, b))” + 1)
with weights w, bias b and current margins e®. And lj+ = max{0, [;}
 f(w,b;s) = 0if and only if all the constraints are satisfied

A Constrained Optimization Approach for BN learning
w',b",s* = argmin f (W, b; s) +vI|wil; — ulls]13

s. t. tr(eA(W)°A(W)) —N=0

where ||w||, penalizes the density of the structure, and ||s||5 encourages the bigger

positive margins

1 The learned Bayesian Network serves as our knowledge model K

 The knowledge model K

* N is the total number of training samples

1 Phase 1: Initialization of AU detection and FER models
» Weakly supervised AU detection model g,,

» i
@ = argming, Nzypl Ep(znb,gT’ K) [(zy, g(p(xn))

p(z,|yST, K) is the probability of AU configuration z,, computed from the BN model and the y¢7
» Facial Expression Recognition(FER) Models

- Image-based FER model f,;: Y* = argmin¢%2g=1 Ly, fp(xn))
+ AU-based FER model hy: ¢* = argming > SN_, 17, hy, (g, () ))
where g, (x,) is the output of the AU model g,

* [ is the cross-entropy loss

Phase 2: Integration among AU and Expression Models
» The combined expression probability

P(Ynlxn, K) = W1P¢()’n|xn) pir W2p¢(yn|gqo(xn); K)
Py (Ynlxy) is the output of £, and py is the output of hy. wy, w, are the weights

» Expression-augmented AU detection model
@7 = argming TN 1or o) L(Zn 90 @) + By, K)Ep(zyly, K1 (2 90 (i)

» Knowledge-augmented image-based FER model
. : 1
W* = argming ~ SN [T, £ (@n)) + A2Ep(y. 1x, k)L (Yo fip Cin))
* [ is the cross-entropy loss. 1, 4, are the hyper-parameters to be tuned

Experiments

-- comparisons with state-of-the-art models

Table 6: Comparison to the SOAs on AU detection.

* Action Unit Detection

HRBM .67 19 56
MC-LVM[8] - 80" -
JPML[56] .68* 18 -
AU R-CNN[30] - -

. 42

50

LP-SM[54]
TCAE[22]
AUD-BN(baseline)
AUD-EA(gBN)

Supervised

Weakly-supervised

Table 8: Comparison with SOA FER methods

Methods BP4D
STM-Explet[27] : 94.19% | 75.12% -
DTAGNJoint)[12] 70.24*

DeRL[50] 73.23*

* Facial Expression
Recognition(FER)

ILCNN]J3] 70.67*
DAM-CNN -
FMPN-FER 82.74*

DeepEmotion([32] 72.66
ne)
)

FER-I(baseli 61.68 | 94.29 | 67.35 80.85
FER-IK(gBN 83.82 | 97.59 | 84.90 95.55
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