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OVERVIEW

q Tasks:
o Facial Expression Recognition(FER)
oAction Unit(AU) Detection 

qMotivations: 
o Facial expression and AUs are strongly correlated
oGeneric knowledge on expression-AUs relationships is available

q Contributions: 
v A knowledge model encoding the generic knowledge systematically 
v A deep learning framework for joint facial expression and AU recognition

Expression: ‘HAPPY’

AU12(Lip Corner Puller): ‘ON’

AU6(Cheek Raiser): ‘ON’
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GENERIC KNOWLEDGE 
-- on expression-AUs probabilistic relationships

q Expression-dependent single AU probabilities
o AU4 is a primary AU given Anger expression

p AU4 = ON Anger > p AU4 = OFF Anger

q Expression-dependent joint AU probabilities
o AU6 and AU12 are positively correlated given Happy expression

p AU6 = ON AU12 = ON,Happy > p AU6 = OFF AU12 = 1, Happy
p AU6 = ON AU12 = ON,Happy > p AU6 = ON AU12 = OFF, Happy

q Expression-independent joint AU probabilities
o AU1 and AU2 are negatively correlated

p AU1 = ON AU2 = ON > p AU1 = OFF AU2 = ON
p AU1 = ON AU2 = ON > p AU1 = ON AU2 = OFF
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ENCODING OF GENERIC KNOWLEDGE
-- Bayesian Network(BN) Learning with Probability Constraints

q Regression Bayesian Network
𝑝 𝑋! = 𝑘 𝜋 𝑋! = 𝜎"(∑#$%

& 𝑤!#'𝜋# 𝑋! + 𝑏!')
where weights 𝒘 = {𝑤!"#} and bias 𝒃 = {𝑏!#} are to be learned. And 𝐴 𝒘 defines the structure.

• The constraint of Directed Acyclic Graph(DAG): tr 𝑒! 𝒘 ∘! 𝒘 = 0

q A penalty function 𝑓 𝒘, 𝒃; 𝒔 measures the violation of 
constraints given weights 𝒘, bias 𝒃 and margins 𝒔

q A Constraint Optimization Approach for BN learning
𝒘∗, 𝒃∗, 𝒔∗ = arg min

),+,,
𝑓 𝒘, 𝒃; 𝒔 + 𝛾||𝒘||% − 𝜇||𝒔||--

s. t. tr 𝑒. 𝒘 ∘. 𝒘 = 0
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Figure: the learned structure given constraints



!(#!|%!, ')

Prediction !"(#!|%!)
0.15

0.1

0.4

0.15

0.2

0.4

0.2

0.2

0.1

0.1

Input image %!

Expression model <"

Image-based Facial Expression Recognition

0.1

0.1

0.2

0.1

0.5

Expression model ℎ#

AU1

EXP

AU10
AU7

AU6

Knowledge Model -

!#(#!|>.(%!))
AUmodel >. Prediction

!.(A!|B!)

AU detection

AU-based Facial Expression Recognition

Combined
Expression 
Probability

The Joint Learning Framework
# 𝟏𝟐𝟗𝟖



EXPERIMENTS
-- compare to SOAs
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q Action Units detection q Facial Expression Recognition



Thank you!
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