


Things to consider

• Data types & data exploration

• Data quality issues

• Data transformation – preprocessing 

2



Application Related Issues

• Timeliness:
• Some data age quickly after it is collected
• Example: Purchasing behavior of online shoppers
• All patterns/models based on expired data are out of date
• Quick response time: fraudulent transactions 

• Relevance:
• Data must contain relevant information to the application

• Knowledge about the data
• Correlated attributes
• Special values (Example: 9999 for unavailable)
• Attribute types (Example: Categorical {1, 2, 3}) 

3



Data Preprocessing

• Aggregation

• Sampling

• Discretization

• Dimensionality reduction

• Variable transformation
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Aggregation

• Aggregation: combine multiple objects into one
• Reduce number of objects: less memory, less processing time
• Quantitative attributes are combined using sum or average
• Qualitative attributes are omitted or listed as a set
• Reduces variability

• Example: Daily sales aggregated to seasonal sales
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Aggregation – Weather vs. Climate

• Weather: condition of atmosphere 
(temperature, pressure, humidity) at 
particular time and place

• Climate: Average weather of an area 
over long period of time
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Sampling

• Select a subset of objects to be analyzed

• Representative sample: same properties as the original set of data

7Introduction to Data Mining, 2nd Edition



Why use sampling

• Data does not fit in memory

• Speed up model training time

• Class imbalance – Interest in rare events
• Oversampling
• Reduce costs of misclassification

• Fraudulent transactions flagged as normal
• Selling defective equipment
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Sampling Approaches

• Simple random sampling: equal probability of selecting object
• Sampling without replacement
• Sampling with replacement

• Stratified sampling: sample objects by group
• Sample equally from each group
• Sample proportional to size of groups

• Progressive Sampling: start with small sample, increase sample size
• Stop when predictive model performance does not change significantly
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Python Example
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800 records



DataFrame
.sample()
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Discretization

• Discretization is used to split the range of a numeric attribute into discrete 
number of intervals 

• Why do we need discretization?
• Makes the data more interpretable

•  Instead of using raw age values, discretize it into [child, teen, adult, senior] makes it 
easier for humans to interpret

• Makes the results of analysis become more apparent
•  Example: association analysis 
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Example

Age Buy
10 No
15 No
18 Yes
19 Yes
24 No
29 Yes
30 Yes
31 Yes
40 No
44 No
55 No
64 No

Yes

No

Association rule:  (Age Î [17, 35])  =>  (Buy = Yes)

Suppose you have a dataset about online visitors who buy a specific 
product (e.g., computer games) and their age

Rule may not be apparent if you use the raw age 
values
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Unsupervised Discretization

• Equal interval width
• Split the range of the numeric attribute into equal length intervals (bins)
• Pros: cheap and easy to implement
• Cons: susceptible to outliers

• Equal frequency
• Split the range of the numeric attribute in such a way that each interval 

(bin) has the same number of points
• Pros: robust to outliers
• Cons: more expensive (must sort data), may not be consistent with 

inherent structure of the data
14



Python Example

diabetes.csv
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Python 
Example
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(-0.0671,  13.42]
(53.68,   67.1]

Discretize into 4 equal-
frequency bins (values are 
the quantiles)

Discretize into 5 equal-
width bins



Unsupervised Discretization

Age Buy
10 No
15 No
18 Yes
19 Yes
24 No
29 Yes
30 Yes
31 Yes
40 No
44 No
55 No
64 No

Suppose we’re interested to 
discretize the Age attribute Equal width:   interval = (64-10)/3 = 54/3 = 18

Equal frequency:

Yes No
< 28 2 3
(29,46) 3 2
> 46 0 2

Yes No
< 21.5 2 2
(21.5,35.5) 3 1
> 35.5 0 4

Both approaches can  produce bins that are not 
homogeneous 17



Supervised Discretization
Age Buy
10 No
15 No
18 Yes
19 Yes
24 No
29 Yes
30 Yes
31 Yes
40 No
44 No
55 No
64 No

Supervised discretization:

Yes No
< 16.5 0 2
(16.5,35.5) 5 1
> 35.5 0 4

Yes

No

In supervised discretization, our goal is to ensure that each 
bin contains data points from one class. 18



Entropy-based Discretization

• A widely-used supervised discretization method

• Entropy is a measure of impurity 
• Higher entropy implies data points are from a large number of classes (heterogeneous) 
• Lower entropy implies most of the data points are from the same class (homogeneous)
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Where pij is the proportion of data points 
belonging to class j in interval i and c is 
the number of classes
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Where wi is the proportion of values in 
interval i and n is the number of intervals



Entropy
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P(Yes) = 0/6 = 0     P(No) = 6/6 = 1

Entropy = – 0 log 0 – 1 log 1 = – 0 – 0 = 0 

P(Yes) = 1/6          P(No) = 5/6

Entropy = – (1/6) log2 (1/6) – (5/6) log2 (5/6) = 0.65

P(Yes) = 2/6          P(No) = 4/6

Entropy = – (2/6) log2 (2/6) – (4/6) log2 (4/6) = 0.92

Where pj is the fraction of data 
objects belonging to class j 

As the bin becomes less homogeneous, entropy increases 20



Entropy-based Discretization

Age Buy
10 No
15 No
18 Yes
19 Yes
24 No
29 Yes
30 Yes
31 Yes
40 No
44 No
55 No
64 No

Age Buy
10 No
15 No
18 Yes
19 Yes
24 No
29 Yes
30 Yes
31 Yes
40 No
44 No
55 No
64 No

Yes No
< 35.5 5 3
>= 35.5 0 4

Split point = 
35.5
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Entropy-based Discretization

Age Buy
10 No
15 No
18 Yes
19 Yes
24 No
29 Yes
30 Yes
31 Yes
40 No
44 No
55 No
64 No

Age Buy
10 No
15 No
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Dimension Reduction

• Dimensionality = number of attributes in the data

• Many datasets are inherently high-dimensional
• Retail data, text data, survey data, gene expression data, etc..

• Why high dimensionality is bad?
• Some attributes are irrelevant to the prediction task
• Some attributes are correlated with each other

•  Can lead to model overfitting

• Can lead to curse of dimensionality problem
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Effect of Irrelevant Attributes

• Suppose we’re interested to predict whether a visitor to an online site will 
buy anything
• Name is an irrelevant attribute (it does not determine whether a visitor will buy or not)
• If you have too many irrelevant attributes, your predictive modeling algorithm may 

inadvertently select them to build its model

Name Age State Avg Time 
Spent

… Buy

John 28 MI 40 No

Mary 21 MI 105 No

Bob 39 FL 100 Yes

… … … … … …

Jim 45 TX 74 No



Effect of Correlated Attributes
Name Age Body Mass 

Index

John 23 24.1

Mary 21 20.1

Bob 39 25.0

Jim 45 32.2

Euclidean distance(X, Y)

= 𝐴𝑔𝑒! − 𝐴𝑔𝑒" # + 𝐵𝑀𝐼! − 𝐵𝑀𝐼" #

Mary

John
Bob

Jim John Mary Bob Jim
John 0 7.211103 12.0337 19.03786
Mary 7.211103 0 18.65503 26.07758
Bob 12.0337 18.65503 0 8.005623
Jim 19.03786 26.07758 8.005623 0

John is more similar to Mary;

Bob is more similar to Jim



Effect of Correlated Attributes

• BMI is correlated with weight, height, and daily calorie

Name Age Body Mass 
Index

Weight Height Daily Calorie 
Intake

John 23 24.1 190 6.2 2700

Mary 21 20.1 110 5.2 2200

Bob 39 25.0 155 5.5 2400 

Jim 45 32.2 215 5.9 3000

John Mary Bob Jim
John 0 506.3803 302.4604 301.9515
Mary 506.3803 0 205.8473 807.309
Bob 302.4604 205.8473 0 603.0655
Jim 301.9515 807.309 603.0655 0

John is more similar to Jim;
Mary is more similar to Bob

Presence of correlated attributes can 
alter patterns observed in the data



The Curse of Dimensionality

• Data analysis becomes harder as the dimensionality of data 
increases

• As dimensionality increases, data becomes increasingly sparse

• Classification: not enough data to create a reliable model 

• Clustering: distances between points less meaningful
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Examples with Curse of Dimensionality

• Data sets with large number of features

• Document matrix

28

w1 w2 w3 w4 … …

Doc1 0 0 0 1 0 0 0 0 0 1 0 …

Doc2 1 0 0 1 0 1 0 1 0 0 0 …

…



Dimensionality Reduction

• Identifies strong patterns in the data 

• Expresses data in a way that highlights differences and 
similarities

• Reduces the number of dimensions without much loss of 
information

• Techniques:
• Feature Reduction
• Principal Component Analysis
• Singular Value Decomposition
• Others: supervised and non-linear techniques 29



Why Feature Reduction?

• Less data so the data mining algorithm learns faster

• Higher accuracy so the model can generalize better

• Simple results so they are easier to understand

• Fewer features for improving the data collection process

• Highly correlated features may affect accuracy/stability of algorithm
• Naïve Bayes, Linear regression

30



Techniques

• Feature selection:
• Select a subset of the attributes in the original data set
• Eliminate the irrelevant and highly correlated ones

• Feature composition/creation:
• Creating new features based on (linear or nonlinear) 

combination of original ones

31



Examples for Feature Selection

• Redundant/Correlated features: 
• contain duplicate information: price, tax amount

• Irrelevant features: 
• No useful information: Phone number, employee id
• Zero/Close to zero variance feature: not distinctive enough
• Text mining: stop words: a, an, of, the, your, ….

32



Feature Selection

• Exhaustive enumeration is not practically feasible

• Approaches:
• Filter: before the data mining algorithm is run, evaluate features 

independent of data mining task

• Embedded: attributes are selected in the process of the data mining 
algorithm execution

• Wrapper approaches: every subset that is proposed by the subset 
selection measure is evaluated in the context of the learning algorithm
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Feature Selection

• General Approach:
• Generate a subset of features
• Evaluate
• Using an evaluation function for filter approaches
• Using the data mining algorithm for wrapper approaches

• If good, stop
• Otherwise, update subset and repeat

• Need: 
• Subset generation strategy
• Measure for evaluation and a stopping criterion 
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Filter approach: Pairwise correlation

• Heuristic: Remove predictors to ensure correlation is below a certain 
threshold
1. Calculate the correlation matrix of the predictors.

2. Determine the two predictors associated with the largest absolute pairwise 
correlation (call them predictors A and B).

3. Determine the average correlation between A and the other variables.

4. Do the same for predictor B.

5. If A has a larger average correlation, remove it; otherwise, remove predictor B.

6. Repeat Steps 2–4 until no absolute correlations are above the threshold
35



Feature Creation

• Feature Extraction

• Dimensionality Reduction
• Principal Component Analysis (PCA)
• Singular Value Decomposition (SVD)
• Factor Analysis

• Feature transformation: 
• Categorical to binary
• Binning of continuous data 

36



Feature Extraction

• Domain specific

• Image classification: goal is face recognition
• Raw data: pixel values
• Extracted features: edges, areas highly correlated with human faces

• Historical artifacts: goal is material detection
• Raw data: volume and mass
• Extracted feature: density = mass/volume
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Principal Component Analysis (PCA)

• Create new set of attributes from original data

• Goal of PCA is to construct a new set of attributes that capture most of the 
variability in the data

1st PC
2nd PC



Principal Component Analysis

Data Frame (table)

Projected 
Data

N

d

k << d

Principal components
(PCs)

d

k

N

Centered data



Principal Component Analysis

• First dimension is chosen to capture the variability of the data

• Second dimension is chosen orthogonal to the first one so it 
captures as much of the remaining variability, and so on …

• Each pair of new attributes has covariance 0

• Attributes are ordered in decreasing order of the variance in data 
that they capture
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Example



Example

• Note that membership years, amount spent, and number of purchases are 
quite correlated

• Suppose we want to project the data from d = 5 features to k = 2 features 
(principal components)



Computing Principal Components

• Given a data set D
• Calculate the covariance matrix C
• PCs are the eigenvectors of the covariance matrix
• To calculate the projected data:

•  Center each column of the data by subtracting its mean: D’ 
•  Calculate the projections:     (T: transpose operation)

  projectedT = (PC)T x (D’)T

d x Nk x dk x N

Non-transposed form:
projected   = D’     x      PC

N x d d x kN x k



Example We can use numpy linear algebra functions to calculate eigenvectors and 
perform matrix multiplication

(A – mean(A.T, axis=1))  - center the columns of data matrix

dot(pc.T, M).T   -  multiply PC with centered data matrix 

data.cov() – calculate covariance matrix

data.as_matrix() – convert DataFrame to Numpy array

Linalg.eig(cov) – calculate eigenvalues & eigenvectors
           (eigenvectors are the pcs)



Example

3

6
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Example

1st PC 2nd PC



PCA Using Scikit-learn

• An easier way to apply principal component analysis is by using Python’s 
scikit-learn module

• First, you need to install scikit-learn on python
  conda install scikit-learn

1. Create a 2-d numpy array to store the data
2. Create a PCA object and specifies the number of components 

needed
3. Use fit() function to extract principal components

• PCs are stored in the components_ field

4. Use transform() function to project the data to its new components



PCA Using 
Scikit-Learn

A is the data matrix



Extending to Nonlinear PCA

• PCA constructs only linear components; it doesn’t work well if the data is 
embedded in a nonlinear manifold



Kernel Trick

• Project the data to a high dimensional space so that you can apply linear PCA
• Original 2-d data:   x = (x1, x2)
• Project the data to a high dimensional space and find the components in this space

  F(x) = (x1, x2, x1x2, x1
2, x2

2, x1
3, x23, x1

2x2, …)

• For example:
• Original 2-d data:   x = (x, y)
• Non linear relationship: 4𝑥&	 + 9𝑥𝑦 + 7𝑦& = 10
• New data: x1 = 𝑥&	, x2 = 𝑥𝑦 , x3 =  𝑦&

• New linear relationship: 4𝑥1 + 9𝑥2 + 7𝑥3 = 10



Examples of Kernel Matrices

• Radial Basis Function (RBF) kernel

• Polynomial kernel

( ) ( )( ) ( )2exp, jiji xxkxxK --=FF

( ) ( )( ) ( )djiji xxxxK ×=FF ,

Trick is that similarity between two high-dimensional vectors can be 
computed in the original feature space!



PCA Issues

• Selects predictors based on variability => scale matters

• Unsupervised: Does not take into account the outcome 
(dependent variable)

• If features variability is not connected to outcome, PCA will not 
provide suitable relationship

• Difficult to interpret the results
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Variable Transformation

• Attributes could have different scales

• When to transform:
• Different units
• Different scale

• When not to transform:
• Units of measurements are common, and 
• Scale reflects importance

• Examples:
• Tuition
• Graduation rate
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Feature scaling – Range [0,1]

Standardization

• Subtract mean 𝜇

• Divide by standard deviation 𝜎

#𝑥 =
𝑥 − 𝜇
𝜎

• Original data follows normal 
distribution

Min-Max Normalization

• Subtract minimum

• Divide by range

#𝑥 =
𝑥 − 𝑥*+,

𝑥*-. − 𝑥*+,

• Original data does not follow 
normal distribution
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Nonlinear Variable Transformations

• Determined by plotting a histogram of the data for that attribute

• Square root 𝑥

• Logarithmic  log(𝑥)

• Reciprocal  ⁄/ .
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Number of tweets favorited by each user
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No Free Lunch

“what an algorithm gains in performance on one class of problems 
is necessarily offset by its performance on the remaining problem”

 Wolpert and Macready, 1997

• No approach works well on all problems 

• Significant amount of trial and error
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Summary
• Data quality affects quality of knowledge discovered

• Preprocessing needed:
• Improve quality
• Transform into suitable form

• Approaches:
• Aggregation
• Sampling
• Discretization
• Dimensionality reduction
• Variable transformation

58



Data Mining Process

59Image from: Inthasone, Somsack & Pasquier, Nicolas & Tettamanzi, Andrea & da Costa Pereira, Celia. (2014). The BioKET Biodiversity 
Data Warehouse: Data and Knowledge Integration and Extraction. 10.1007/978-3-319-12571-8_12. 


